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Abstract:
The following provides a User’s Guide to the Exptory Data Analysis (EDA) GUI Toolbox for MATLABe W
include screenshots of the various GUI interfaedsng with brief explanations of what each GUI ddesr more

detailed information on the techniques that carabeessed using the GUIs, please Brploratory Data Analysis
with MATLAB by the same authors.
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Introduction:

Operating System

This toolbox was developed and tested using aglatfvith MS Windows installed. There are versiohSMATLAB
for the MAC and Linux. While we did not test th@otbox for use in those environments, we expecGhks to
work all right, but they will likely have a diffen¢ appearance than the screenshots given here.

MATLAB Requirements

This EDA GUI Toolbox is meant to accompany the Bxatory Data Analysis Toolbox that was written hg same
authors. The EDA GUIs do not incorporate all of thectionality available in the EDA Toolbox. The BOroolbox
can be obtained from StatLib or the publisher’s sitebfor the book calleBxploratory Data Analysis with MATLAB
However, the full EDA Toolbox is not required toeuhe GUISs.

However, to usall of the functionality of the EDA GUIs, the usausthave the Statistics Toolbx from The
MathWorks, Inc.

The toolbox was developed using MATLAB, version &ridl was tested using version 7.2 (2006a and 2006b)

Installation
Once the files have been downloaded, please fah@se directions.
» Create a directory for the toolbox. It is prefdeatn use a subdirectyory under the main MATLAB
directory.
* Unzip the files and save them to the toolbox dwecyou just created.
* Include the toolbox directory in the MATLAB searphth by using th&et Path GUI from theFile
menu. Or, one can use thddpath function from the command line.

Getting Help
We do not include MATLABHelp files with this toolbox, except for the usual coarmd line help that is available in
MATLAB. In other words, typing

help edagui
at the command line will provide some informatidroat the GUI.

So, we tried to include, on the GUI itself, somelaration of the functions and controls. We alsovite Tool Tips
that come up when one leaves the mouse pointerGidiaontrol.

While we are not human computer interface experntstried to design the GUI layouts to be user fillgrand
intuitive. Most of the GUIs have controls that greuped together by function, and step-by-stepuctibns are
given where feasible. In all cases, the actiomrélgm, or visualization does not take place uthtd user presses the
appropriate button.

List of GUIs
The following is a summary of the GUIs that ardiied in the EDA GUI Toolbox. Please note that nafshese
GUIs can be used in a stand-alone manner. i.ehpwitcallingedagui .

e edagui : This is the main entry point for the GUI systadvhile it is not necessary, one can use this to
access the various GUIs available in the toolbox.

* loadgui : This is used to load the data set and otheppatiinformation (e.g., class labels, variable
labels, and case labels. Most of the GUIs assuatghike data is in a matrix form, where the rows
correspond to observations, and the columns represeiables. Thdultidimensional
Scaling GUI allows one to load the interpoint distance maitrstead of the data matrix.

« transformgui : This GUI allows one to apply various transforragtie data before exploring them.
This includes the ability to spherize the datateethem, and scale them.



e gedagui : Thisis theGraphical EDAGUI. It provides the standard tools for visualizing thata
(e.g., scatterplots), as well as some non-standatd (e.g., Andrews’ curves and parallel coordgnat

plots). There is a button on this GUI that allow do color the data using brushing and other means

* univgui : This GUI has functionality to explore the distriton shapes of the individual variables
(matrix columns). One can create boxplots, unitariastograms, and g-q plots.

* bivgui :One can use this to explore the distribution esagf any two variables, by creating bivariate

scatterplot smooths and histograms.

e tourgui :This GUI provides tools for the grand tour andnpetation tour. These enable one to look at

the data from many viewpoints.

* ppedagui : This tool implements the projection pursuit metHor exploratory data analysis.

e mdsgui : This provides a way to reduce the dimensionaigtiyng classical or metric multidimensional
scaling.

» dimredgui : This GUI has functions for principal componenabysis and nonlinear dimensionality
reduction.

» kmeansgui : This implements the-means method for finding groups in data.

e agcgui : Using this GUI, one can cluster the data usingg@gerative clustering methods. It includes
the classical and model-based agglomerative clagter

* mbcgui : This provides an interface to the model-basedtehing methodology.

Please note that there is one additional GUI. Wadatdist it above because it cannot be used éaralsalone tool.

This is thebrushgui , which can only be accessed throughgééagui . It allows one to brush observations and to

color groups and view the same observations begigighted in open linkable plots.

We provide a detailed description of each sepasatein the following sections.

Notation
We assume that for most methods the input will bre$ ann by p matrix of observations. Each row of this data
matrix represents rdimensional data point. Multi-dimensional scalgan be used when the input matrix isngoy

n interpoint distance matrix.
A bold Courier font will be used to indicate MATLAB functions, konands, GUI, and control names.

A summary of the notation is provided here:
» X represents the by p data matrix.
* nisthe number of observations.
* pisthe number of dimensions.
* disthe number of dimensions in a reduced-dimermdignspace.

Actions and Outputs of GUI Controls
In general, actions are not performed by the copmunless the user clicks on a button. So, if 8 ghanges a
parameter or other option, then the associatedhutiust be pushed to run the process again.

In most cases, outputs, data transformations, texghs; etc. are over-written when the processpsaged. The
option of saving the output to the workspace fterdg@rocessing is provided.

1. Theij-th element of the interpoint distance matrix regrés the distance/dissimiarity betweeniitteandj-th obser-
vations.



Exploratory Data Analysis GUI

To access from the command line ugetagui

Each of the bottons will bring up the associated.@Uscreenshot of thedagui is shown here.

Pl
Exploratory Data Analysis CLOSE |

Set Up Data: These options can be used with all sections below.

LOAD DATA | Load the data and labels for class, cases, and variables.

TRANZFORM | With this GLI, you can sphere the data and apply ather common transforms.

Graphical EDA: Use these functions to visually explore your data set - both variables and observations.

GRAPHICE | Wisualize using 20030 scatterplots, parallel coordinate plots, Andrews' curves, scatterplot
SHAPES - LN ARIATE | Construct boxplots, histograms, g-g plots to understand the distribution of single variables.
SHAPES - BIVARIATE | Explore twi variahles at a time with hexaganal binning, bivariate histograms, and palar
DATA TOURS | Search for structure using the grand tour and the permutation tour.
PROJECTION PURSLIT | Search for structure in 2-0 using projection purswuit.

Dimensionality Reduction: Use these functions to reduce the number of variables in your data set.

MULTIDIMEMZSIOMAL SCALING | Reduce the dimensionality ofyour data using classical, metric, and nonmetric MDS.

DIMEMSIOMALITY REDUCTION | Reduce the dimensionality of vour data using PCA, ISOMAP, and LLE.

Search for Groups: Use these functions to search for groups or clusters.

K-MEANS CLUSTERIMNG | Patition the data into & specified numkber of groups.

AGGLOMERATIVE CLUSTERING | Construct a hietarchy of nested paditions.

MODEL -BASED CLUSTERING | Cluster your data based on probahility density estimation (Gaussian finite mixdures).

This is the main entry point for the EDA GUI Tookbdrou donot have to use this to access the various GUIs. Each
of the associated GUI tools can be opened sepgratel appropriate auxilliary GUIs can be acce$sad them. For
example, one needs to be able to load data, dootd Data GUI can be invoked from all GUI windows.

Besides providing access to the various GUI tdblsedagui window also gives the user a summary of the
capabilities that are available in the toolkit,is¢hat sense, it serves as a type of guide.

We also tried to group these GUIs by functionatitypurpose, as outlined below:

» Setting up the data These are the GUIs for loading and preparingdtte for analysis.

* Graphic-based EDA These provide ways to visually explore the data.

» Dimensionality reduction: These are the tools for reducing the dimensipnaking linear and
nonlinear methods.

» Searching for groups Clustering or unsupervised learning is often anngaal of EDA.



Load Data GUI

To access from the command line useadgui

This GUI can be accessed from most of the othersGehcept for th&ransform Data GUI and theBrushing
and Labeling Data GUI) by pushing the appropriate button.

This GUI provides a means to load up the datariatysis. Once the data are loaded, they are thaifaéle to other
GUIs. The screenshot of the GUI is shown here.

e
CLOSE
Load Data 4|

el FROM FILE | FROM WORKSPACE

The rowes of the data matrix correspond to obeervations. The columns of the data
matrix correspond to variables (dimensions).

Load Case Lahels
{optionalj:

FROh FILE FROM WORKSPACE

Thesze are labels for each row (observation) of the data matrix. The array can be
numeric or & cell array of strings.

Load Variabhle Labels
fontionali:

FROh FILE FROM WORKSPACE

Thesze are labels for each column (variable or dimension) of the data matrix, The
atray can be numeric or a cell array of strings.

Load Class Labels
foptional):

FR.OM FILE FROM WORKSPACE

Theze are class or group lakels for the oheservations. Mote that these can alzo be
a variable in the data matrix, but they still have to be loaded separately here.

We can load information from either the MATLAB waikace or from an ASCII file. If the informationirsa
MATLAB .mat file, then you must first load it into the worksgsand then udeadgui  to load it for use by the
GUls.

Load Data Matrix:

The system assumes that the data are arrangedrin foamat where the rows represent observaticas€s) and the
columns correspond to variables. So, this is Ay p matrix. You must load a data set before usingpther GUIs. If
you already have a data set loaded, then you efilaglialog box asking if you want to replace tatadset that is
already there.



Note that one can load timeby n interpoint distance matrix for the multidimensibaealing GUI.

Load Case Labels:
Loading case labels is optional. These would beltathat correspond to each observation or roméndiata matrix.
This is sometimes the case when we have rathet datal sets.

For example, theereal data has information/measurements on 77 typesrebt Each type of cereal is an
observation. So, we could use this to load up draaof the cereal.

If the user does not load up case labels, thesytsiem uses 1 throughas the default.

Note that the information can be in a numeric aoag cell array of strings.

Load Variable Labels:
Loading variable labels is optional. Variable labate used more often than observation names Xaon@e, in the
case of theereal data, we have variables such as protein (gramsjgfams), fiber (grams), etc.

If the user does not load up variable labels, thensystem uses 1 througfas the default.

Note that the information can be in a numeric aoag cell array of strings.

Load Class Labels:

Loading class labels is also optional. In someiappbns, we already know class or group labelsfar
observations. For example, we know the manufactfrtre cereals in theereal data. Sometimes the data matrix
has one of the columns that contains the class.[&he user would need to save that in a separedg and load it
using the buttons in this group.

There are no default values for class labels.

IMPORTANT NOTE : We decided to store all data associated witt@bés in the root’s User Data. This means that
it is always available outside the GUIs and is k& even when the GUIs are closed. One can atuisss
information by using the following at the commaie!

ud = get(0,'userdata’);

This has several advantages when debugging, aratitteced user can take advantage of this to éxtata from
the GUIs.



Transform Data GUI
To access from the command line usensformgui
This GUI can be accessed from most of the othersGiding the appropriate button, locagted in thesujgdt corner.

We often need to transform the data before we egptoSome typical transforms include translatimg
observations, scaling, or spherizing. This GUlIaBmne to restore the original data set, if desired

A screenshot of the GUI is shown here:

e
CLOSE
Transform Data 4|

Spherize the Data

This transforms observations such that they are centered at st the origin,
and the covariance matrix s equal to the identity matrix.

Push buttan to sphere your data: SPHERE |

Transform Rows or Columns

Use theze buttons ta apply a transfarm to roves (observations) or columns (variables) of the

data rratriz.
ROWS
. 2. Push button to applhy —
1. Choose transfarm: [Certer at mean | ol COLUMNE

Center st mean

Center at median
Scale using sigma
Scale using 2R

CerteriZcale-meansziama .
Fush button to restore 4 - ooscaie medianaar HOMNG: RESTOREl

Restore Original Dat

Spherize the Data
This transforms the data such that the resultirig dee centered at the origin, and the covariareteixris equal to
the identity matrix. Simply push the button to sphethe data.

Transform Rows or Columns
This allows one to apply a translation and/or disgdo the data. This transformation can be agpleeeither the
rows or the columns of the data matxix

This toolbox expects the data matrix to be of threnfwhere rows correspond to observations and awun@present
variables. So, typically these transforms wouldapplied to the observations (rows). However, welsesl that



some users would have data sets where transformsati@yht need to be applied to the columns (erg.gane
expression data from microarrays). So, we prothaée capability with this GUI.

Restore Original Data

Note that applying the transforms makes the transdd data the current data set, and all subseagnahtses will be

performed on the transformed data. You can rest@®riginal data set using the button providethia area of the
GUI.



Graphical Exploratory Data Analysis GUI

To access from the command line ugedagui

This GUI can be accessed from several other GUIs:

. Multi-Dimensional Scaling
. Projection Pursuit EDA

. K-Means Clustering

. Agglomerative Clustering
. Model-Based Clustering

This provides access to several displays usefugxptoratory data analysis. A screenshot of the Gldiven here.

<) Graphical Exploratory Data Analysis GUI - |EI|1|
Lot bt | Graphical EDA CLOSE |
TRAMNSFORM | Far all plots, indicate the dimensions you want to visualize and then press the button. The
difnensions must be entered into the box separstely by commas. Enter the wward ‘all' to viess

BRUSH DATA | all dimensions (except for 20050 scatterplots).

Zelect the data et to visualize: I}( - I Select to color by true classes or clusters:  |Mone j

Enter dimensions o display: 1,2 Push to plot; 2-0 SCATTERPLOT |

Enter dimensions to display: I 1,2,3 Push to plot; 3-0 SCATTERFLOT |

Enter dimensions to display: I &l Push to plat; SCATTERPLOT MATRIX |

Enter dimensions to display: all Push to plot: SCATTERPLOT MATRIX - BRUSHIMG |
Enter dimensions to display: all Push to plat: PARALLEL COORDINATES PLOT |
Enter dimensions to display: all Push to plat; AMNDREWS' CURYES PLOT |

The buttons in the upper left corner are fairlyngi@d and are available from most GUls. The exoeps the
Brush Data button. This brings up an auxilliary GUI that alt® you to brush data and have the same points
higlighted in all applicable open plots. TBeushing and Labeling GUI can only be opened through this GUI.

Where appropriate, you can choose the dimensiatsr{ms) that you want to work with. You must erttes
numbers separating using spaces or commas. If yaoi to use all of the dimensions, then just usentbe all
Default values are provided.

SPECIAL CASE: It should be noted that there are special cdgealiare visualizing the data after you have reduc
the dimensionality using ISOMAP or Principal CompahAnalysis (PCA) from thdimredgui . If you want to



visualize these data, then you must make some omwiees regarding dimensionality in thedagui . We did this
to allow the flexibility of viewing all availableichensions. We cannot provide this capability fa tLE methods.

There is a popup menu that allows you to choose déia set you want to display. For example, if usad
something to reduce the dimensionality or did safustering, then this will show up in the meburefers to the
original data set.

If applicable, you can choose to color the dispkagsording to the following.
e Color by groups : If you load class labels, then this choice willar the observations using this
label.
* Color by cluster IDs : This can be used to explore the results of ytustering. Choose this to
color your data by cluster ID.

Note that you can have more than one plot or grappén at the same time.

If you have plots open and you close the GUI, th@opup box will appear informing the user thabakn grahics
will be closed. You can choose to proceed (anglats will be closed) or you can cancel. This ipartant if you
need to export the plots to some other document.

2-D Scatterplot
This displays the usual 2-D scatterplot. Enterdimensions you would like to visualize using nunsbtbrat are
separated by commas or spaces. Push the buttasptaydthe plot.

3-D Scatterplot
You can use this button to create a 3-D scatterploter the dimensions you would like to visualigeparating the
numbers by commas or spaces. Then push the botiisglay the plot.

Scatterplot Matrix

A scatterplot matrix shows all pairwise scatterpliatr the selected dimensions. The MATLABtmatrix

function is called when you push the button. Thisction displays histograms of the columns (vagapbf the data
matrix X along the diagonal plot windows.

Enter the dimensions you would like to plot, sepatdy commas or spaces. The default is to plaifahem.

Scatterplot Matrix - Brushing
This button creates a scatterplot matrix usingnetion that comes with the EDA Toolbox. One canstarct a brush
(i.e., a box) in one of the scatterplots by cligkend dragging the mouse.

To grab the brush, just click on the box, hold data left mouse button, and drag the box over tiptp.
Observations inside the box will be highlightedyreg with corresponding points in other plots.

There are several modes available to the usercdesa other options, right-click in any of the diagl plot boxes to
get a shortcut menu. You will see the following men
» Highlight (default): This means brushed observations wikighlighted with color.
» Delete : Thisis not available yet. However, future versiavill allow the user to delete observations
from the plot.
* Transient : This mode means that observations that are irtkielbrush are highlighted, while
observations outside the brush are not.
» Lasting : This mode highlights observations inside the br@nce painted, they remain so.
* Undo: This mode erases the highlighting for observatithrat are brushed.
» Delete Brush : This deletes the brush, but keeps the obseratigghlighted. This is useful when
one wants to use the graphic in a document or ptatsen.
* Reset Figure : This deletes the brush and resets the figurkamtiginal form.
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Parallel Coordinates Plot
Parallel coordinate plots use axes that are paralleer than orthogonal, enabling us to visuatizge than three
dimensions. As with the other plots, you can spewsifiat dimensions you would like to plot.

In parallel coordinate plots, each observatiorefgesented by a broken line segment connectirgf ttie axes. The
value of the observation is indicated by the pogitf the line along the axis. Parallel coordinates allow one to
visualize pairwise values, but it is difficult temderstand the relationship between variables tteahat on
consecutive axes (e.g., the relationship betwegemdxs). So, we provide a tour or animation that permthesaxes
and replots the observations, allowing one to \ligaall possible pairwise relationships of theighles. This can be
accessed via theata Tours GUI (tourgui ).

Using theColor by Groups orColor by Cluster IDs will color the lines according to the class labais
clusters.

Andrews’ Curves Plot

Andrews’ curves are similar to parallel coordingli@ts in that they show observations as lines. @dséc idea behind
Andrews’ curves is to transform the observatiown iatline by projecting the observations onto so$etrthogonal
basis functions, usually sines and cosines. Orethiag about Andrews’ curves is that they preselistances, so
means and variances are also preserved.

One of the problems with Andrews’ curves is tha&t tesulting curve is dependent on the order of/éit@bles.
Variables that appear sooner (exg),in the sequence, have more influcence on theaappee of the curve. In other
words, if we change the order, we might changectiree. We provide a type of tour that re-ordersvéigables and
replots the Andrews’ curves. This is available loe@ata Tours GUI (tourgui ).

References

Andrews, D. (1972) ‘Plots of high-dimensional daBipmetrics 28: 125 - 136.

Martinez, W., and A. Martinez (200&xploratory Data Analysis with MATLAERC Press.

Wegman, E. J. (1990) ‘Hyperdimensional data anglysing parallel coordinates,’ Journal of the ArcarStatistical
Association, 85: 664 - 675.
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Distribution Shapes - Univariate GUI

To access from the command line usivgui

This provides access to various functions for ustderding the distributions of the variables. A sashot is given
here.

<) Distribution Shapes - Univariate GUI =10 x]
Lot bt | Distribution Shapes - Univariate CLOSE |
TRAMNSFORM | ‘Works on single columns (variables or dimenszions) of the data matrix. Use these capahbilties

to explore the distribution characteristics of your variables.

Euxplnts Produces side-by-side boxplats of the specified columns of the data matrix. See the individual functions in the
EC& Toolbox for variable width boxplots and unegual sample zizes.

1. Select type of hoxplot: 2. Enter dimensions to display (separated hy commas) 3. Push hutton to display:
or enter ‘all*

I""Sm'm - I all DISPLAY PLOT |

Produces a probahilty density histogratn (area integrates to one) for each of the specified columns of the data

Histograms
9 miatrix.

1. Select handwidth rule: 2. Enter dimensions to display (separated hy commas) 3. Push hutton to display:
or enter ‘all*

INormaI Rule - I all DISPLAY PLOT |

0.0 Plots To get a g-q plat, we generste a randotn satnple of size n from the specified distribution. A column of the data
mattiz ahd the genersted sample are ordered and platted as (x ) pairs. If the points fall approximately on &
straight line, then the distribution shapes match.

1. Select type of distribution: 2. Enter dimensions to display (separated by commas) 3. Push hutton to display:
ar enter ‘all

INl:lrmaI - I all DISPLAY PLOT |

This GUI allows one to visually explore the distrilons of each variable alone. We provide accessaoy of the
common techniques and methods for looking at uratadistributions. We provide more detail on theapabilities
below.

Boxplots
This section of the GUI includes four types of bimtg. Note that the basic boxplot and the notchedlot require
the Statistics Toolbox from The MathWorks, Inc.

If more than one dimension is chosen, then the lotxjare shown side-by-side; each column (or vé)ab indexed
along the horizontal axis. These will always beslald by column number, not variable names (evgoufloaded
them).

The four types of boxplots are described next.
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* Regular : This is the basic boxplot, where the ends oftttve correspond to the first and third
guartiles, the line inside the box is the mediard #he ends of the whiskers (lines extending frben t
boxes) show the extent of the data. Possible ositiee indicated by symbols.

* Notched : This includes notches in the boxes. The notcbe®spond to a robust estimate of the
uncertainty in the median, allowing one to compdistributions. See the MATLABIelp file on the
boxplot function for more information.

* Box-percentile : This constructs a type of boxplot where the widtlthe box indicates encodes
the same information one has in a percentile plot.

» Histplot : This displays a type of boxplot where the widthhe box is proportional to the estimated
density.

Histograms
This part of the GUI creates histograms for eacthefvariables (columns of). These are probability density
histograms, so the areas represented by the begsi@ to one.

When you select more than one dimension, you \eillagplot matrix with a histogram correspondingéch of the
specified dimensions. One can create one of these for each of the ruels and compare them. Nwedne can
distinguish the plots by looking at the figureditiar.

We provide three choices for selecting the bandwilibrmal Rule, Freedman-Diaconis Rule, and Stsrieile.
These are given by
1/3

* Normal Reference Rul@ he histogram bandwidth is given Bypx o xn~

«  Freedman-Diaconis Rul&he histogram bandwidth is given By IQRx n3

interquartile range.

, Where 1@Rhie

» Sturge’s RuleThe number of bins is given by 1 + log

Q-Q Plots

It is sometimes instructive to look at the disttibn of the data using quantile-quantile plots. Tdea is to do a
scatterplot with the quantiles of the data setwethe quantiles of the reference distributiothé two samples come
from the same distribution, then the plot will igpeoximately linear.

Note that we employ a somewhat non-standard meikqalotting against random samples generated fiam t
refernce distribution (e.g., normal, exponenti&t,)elt is customary to plot against the theomdtguantiles of the
reference distribution. However, it is often thee#hat one wants to determine whether the two ksnape from the
same distribution, and quantile-quantile plots barused. This is the same thing we are doing here.

The user can select the reference distribution fiteerpopupmenu. We provide the following referedistributions:
normal, exponential, gamma, lognormal, chi-squdieiiorm, and Poisson.

The user can have serveral of these plots opdreaame time, so one can make comparisons foreafiffeeference
distributions. The figure title bars will containet name of the distribution.

References

Cleveland, W. S. (1993j)isualizing Data Hobart Press.

Esty, W. W. and J. D, Banfield (2003) ‘The box-pattile plot,’Journal f Statistical Software, www.jstatsoft.org
Scott, David (1992Multivariate Density Estimation: Theory, Practi@nd VisualizationWiley.
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Distribution Shapes - Bivariate GUI

To access from the command line usérgui

This provides access to the main capabilitiesdhatused to understand the distributions of pdiv@nables (two
columns of the data matrX). A screenshot is given here.

<) Distribution Shapes - Bivariate GUI =10 ]

LOAD DATA | Distribution Shapes - Bivariate ﬁ

TRAMNSFORM | Wiorks an two columng (variables or dimensions) of the data matrix. Use these capahilties to
explore the bivariate distribution characteristics of your variables.

Polar Produces a bivariate scatterplot smooth for each of the specified columns of the data matrix

Smooths {~ Select to do a robust smooth.

1. Enter smoothing 2. Enter dedree of palvnomial: 3. Enter dimensions to display, 4. Push hutton to display:
parameter: separated by commas, ar enter ‘all”

0s 2 all DISPLAY PLOT |

Histugrams Produces a histogram for each of the specified colurmns of the data matrix,

1. Enter number of hins: 2. Enter dimensions to display, separated by 3. Push button to display:
camimas, ar enter all

10 al DISPLA&Y PLOT |

Hexagunal Produces a scatterplot with hexagonal binning for each of the specified columnzs of the data matrix.

Binning

1. Enter number of hins: 2 Enter dimensions to display, separated by commas, or 3. Push hutton to display:
enter ‘all"

I 10 all DISPLAY PLOT |

This GUI allows one to visually explore the distrilons of two variables. We provide access to nafrthe common
techniques and methods for looking at bivariatéritistions. More detail on these capabilities igegi below.

Polar Smooths

Some users might be familiar with the scatterptobsthing method calleldessthat shows a nonparametric
relationship between two variables when one ig@sted iny = f(x). In other words, we want to know hgvdepends
onx. We do not implement this type of smoothing in Bi2A GUI toolbox.

In our case, we do not have a predictor or respeasable, but rather we are interested in undedsiey the

distributional relationship between the two varébIThe idea behind the loess scatterplot smoatiéen adapted
to the the bivariate distribution case. It is caip@lar smoothing

14



We provide the ability to create bivariate polaosiis to help one understand these relationshipdotAmatrix with
pairwise bivariate polar smooths is provided far tlesignated dimensions (coloumns of the data xétriThe user
first enters the required information, as follows:

* Smoothing parameteThis is a value between 0 and 1.

» Degree of the polynomiaEnter 1 for linear and 2 for quadratic.

* Number of dimensionsEnter the dimensions to be used in the plots.

» Robust smoothSelect this if you want to construct a robust sthdhat is not affected by outliers.

Push theDisplay Plot button to obtain a pairwise scatterplot with tieéap smooths superimposed over the
scatterplot. The minimum and maximum values foheariable are shown in the corners of the diagboaés. For
example x; has a minimum value of -2.1707 and a maximum vafuz183.

<) EDA: Pairwise Scatterplots with Polar Smooths &) x]]

2183

-2.1707

2112

-2.2023

2.308.

-2 3646

Histograms
As with polar smooths, one can create bivariatmgrams to explore the bivariate distribution stsaféis section
will provide bivariate histograms for the dimenssa@pecified in the text box. The required inforroatis:

* Number of binsEnter the number of bins for each dimension, s&pd by commas or enter just one
value that will be used for all dimensions.
» Dimensions to plotEnter the dimensions to be used in the plot.

Push theDisplay Plot button to get the desired display. An examplevermbelow.
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<) EDA: Pairwise Bivariate Histograms i P[] 3}

-
<

Hexagonal Binning

Hexgonal binning provides similar information redjag the bivariate distribution of the data. In #sense, one can
think of this as a type of scatterplot smooth kn@grscatterplot binning. The size of the hexagbimais an
indication of the number of observations in the bife enter the number of bins and the dimensioesauld like to

see in the plot.

Push theDisplay Plot button to get the graphic. An example is giverobel

«) EDA: Pairwise Gcatterplots with Hexagonal Binning -] x[|
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Data Tours GUI

To access from the command line useurgui

This provides access to several data touring chpedi Data tours are a way to see the data frifardnt
viewpoints in the search for structure and impdrfaiterns. In particular, this allows one to dmms or a pseudo
grand tour of the data, as well as a perumuatian &ur are animations with some interactionsh®yuser. A
screenshot of the GUI is given here.

<) Data Tours GUI =10 x|
LOAD DATA Data Tours CLOSE |

TRAMSFORM Uze theze capabilties to explore projections of the data. All plotsigraphics are animated and
will bie showen in & plot windowy,

i

Grand Tour Implemerits Asimoy's torus grand tour. Can display 2 to p difmensions.

1. Enter step size: I n.m 3. Enter max I 1000 5 Push to: OUTPLIT DATA |

3 Mumber of iterations: . | START
dimensions o I : 4. Select display bipe: ISC‘E"“E”:"':"E -1 4' QUTPUT PROJECTION |

display:
Pseudo Implements YWegman's peuedo grand tour. Only does 20 scatterplots.
Grand Tour
QUTPUT DATA |

1. Enter step size: 0.m 2. Enter max iterations: I 1000 3. Push to:

START | CUTPUT PRCJECTICH |
Permutation Permutes the order of the variables and displays as ™ Use group colars
Tour either Andreses’ curves or in parallel coordinates.

1.Selectdi5plav:|gndrewg vI 2. Select type of tour; I,&u permutations vI 3. Push to:
START |

Grand Tour
Most of the required inputs for the grand tour sel-explanatory. To get a more ‘continuous’ taigg a smaller step
size. The tour display can be a scatterplot (2Addrews’ curves, or parallel coordinates.

TheOutput Data button will save the projected data (for the catrteur step) to the workspace, and the Output
Projection button will save the projection matiixthe workspace.

A snapshot of one frame of the tour is shown here:
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<) EDA: Torus Grand Tour - 0| x|
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teration: 139 Resume Taur |

The user can pause in the tour by hitting$bep Tour button. To continue the current tour, pressResume
Tour button.

NOTE: To start a brand new tour, perhaps becauselyanged tour values, you must close the curcemtwindow
first.

Pseudo Grand Tour

A pseudo grand tour was proposed by Wegman and @B8R) as an alternative that addresses somea$shes
with a grand tour. They showed that it is nota grand tour, hence the nampseudagrand tour. As with the grand
tour, a smaller step size provides a more ‘contisutour.

The pseudo grand tour will display 2-D scatterptoy.

Permutation Tour

One of the problems with Andrews’ curves and petalbordinates is the dependence on the ordeeofahiables. In
other words, if one changes the order of the véghhen the display output might change. To laeligress that
issue, we implemented a permutation tour for thgges of plots.

The user can select either Andrews’ curves or fEredordinates from the pull-down menu.

The other menu allows one to choose between tws t@Qne tour goes through all permuations, replgtéifter each
permutation. This can result in a very long to@pehnding on the dimensionality. The other tourcfel the minimal
permutation tour of Wegman (1990).
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Projection Pursuit EDA GUI

To access from the command line upgedagui

This allows the user to run Projection Pursuit Bxatory Data Analysis (PPEDA), where one looksifiberesting
structure in 2-D projections. Here, structure irdel as some departure from normality. We impletaéithe
method by Posse with two projection pursuit indiaesilable to the user. The indices are the chasgindex
(Posse) and the moment index. A screenshot of tiea@er PPEDA is performed is shown here. Notd tha
procedure found sime interesting structure.

=i
LosppaTA | Projection Pursuit EDA auose |

Use this Gl to find interesting prajections in 2-D. See the command window for progress.,
TRAMSFORM | The plot on the left shows the projection pursuit index. Onthe right is & scatterplat of the:
current best plane.

1
o Paad st
+ +
* . ”‘ o o,
+ . DS AP
* ’4" + +
L . +
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+

Index alue

tteration Mumber

1. Neighborhood: 2. Mumber oftrials: 3. Number of no-hits: 4. Selecttype of index: 5. Push to find a projection:

I 10 I 4 I 5 IChi-square d
B. Yisually explare the data: 7. Output the fallowing: 8. Find anather projection:
GRAPHICAL EDA | PROJECTION | DAaTA | FIMD AMOTHER STRUCTURE

Required Data Entry
The following values are required for projectiorrguit EDA:

» Neighborhood sizeThe algorithm searches for new projections withis neighborhood size.

*  Number of trialsThe PPEDA algorithm is a greedy one, and it ddpem the initial starting value. So,
it is a good idea in cases like this to performesal/searches and pick the best one (projectiddigig
the highest value for the projection index).

» Number of No HitsThe algorithm searches for new projections withi specified neighborhood. The
projection pursuit index is calculated for eachj@cton. If the search does not find a better priogs
within the number specified in this field, then tighborhood size is decreased.

» Projection Pursuit IndexT hese provide a way of measuring the degree édirdere from normality. We
provide two indices: chi-square index and the manreex. The moment index tends to find outliers.

Running Projection Pursuit

Press thé&tart  button to find an initial structure. We providens® displays on the GUI to show the progress while
the algorithm is looking for structure. The plotthie left shows how the value of the index chartyegg the search
for structure, and the display on the right showsatterplot of the data in the current projection.

The progress of the method can also be viewedeirdimmand window, where the current trial is inthdaalong
with the value of the index. An example of how tinight look is
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Trial =1 Index =1.3147
Trial =2 Index =1.3508
Trial =3 Index =1.3854
Trial =4 Index =1.5062

Best projection over all trials has an index of 1.5

The user can visually explore the data (in the pegjection) using the GEDA GUI by clicking the @racal EDA

062

button. The user can also output the current begeqtion or the projected data to the workspadeguthe

appropriate buttons.

Friedman (REF?) says that one should look for sdwtructures, and his method for doing so is irm@leted here.
Once the user has an initial interesting structanether one can be found by pushing the Find AardBtructure
button. It is recommended that the initial projectand/or the projected data be saved to the wadespefore

proceeding. Any new structure that is found wiplece the current one in memory.

Here is a second structure that was found. Notdttlsanot really an interesting structure, a®dks close to normal.
The value of the projection pursuit index was 0.53.

<) Projection Pursuit EDA GUI

LOAD DATA |
TRAMNSFORM |

Projection Pursuit EDA
Use this Gl to find interesting prajections in 2-D. See the command window for progress.,
The plot on the left shows the projection pursuit index. Onthe right is & scatterplat of the:
current best plane.

=101

CLOSE |

—

Index alue

tteration Mumber

1. Neighborhood:
I 10 I 4
B. Yisually explare the data:

GRAPHICAL EDA |

2. Mumber of trials:

3. Mumber of no-hits:

4. Selecttype of index: 5. Push to find a projection:

PROJECTION |

5

7. Output the fallowing:

DATA

IChi-Square | START |

8. Find anather projection:
¢ FIND AMOTHER STRUCTURE |
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Multi-Dimensional Scaling GUI

To access from the command line usedsgui

This allows the user to reduce the dimensionalitihe data using multi-dimensional scaling (MDS)thwals. The
goal of these methods is to find a configurationtfe observations in@&dimensional space, whedds less tharmp,
such that the distance (or similarity) between {sois preserved. In other words, observationsahatlose together
(or similar) in thep-dimensional space are also close together id-tienensional space.

The data required for the MDS methods is actuaidyihterpoint distance (or dissimilarity) matrixhere thdj-th
element of the matrix indicates the distance betwhei-th andj-th observations. Of course, one can start with the
data matrix and find the interpoint distance matkpte that one could load an interpoint distanedrix instead of
the data matrix, in which case, the distances ddaee to be calculated.

The output from MDS can be further explored usingpgiical EDA or any of the clustering methods inleld with
the GUI Toolbox. A screenshot of the GUI is shovetola.

<) Multi-Dimensional Scaling GUI =10 x]

LOAD DATA Multi-Dimensional Scaling ﬁl

TRANSFECRM Uze these methods to find d-dimensional representations that preserve the ariginal interpoint distances.
The LOAD DATA button can be used to load an interpoint distance matrix, instead of the data matrix.

i

Classical MDS CMDS iz a deterministic method based on eigenvalue decomposition. The scaling produces a scree plat. Use the
elboyy in the curve to specify the number of dimensions.

0. Calculate distances, if necessary: Ieuclidean vl

1. Do the scaling: 2.%alue of d for output to warkspace: Wisually explore the data;

DO SCALIMNG | I 7 GRAPHICAL EDA GLII OUTPUT DATA

Metric MIDS Ditferent random starts can give different configurations. This uses the SMACOF algorithm.
0. Calculate distances, it 1. Staring 2. Enter awalue for d:

necessary: configuration:

Ieuclidean - | ICIassicaI MDE - I I 2

3 Dothe scaling: Wisually explore the data:

DO SCALIMNG | GRAPHICAL EDA GLI DUTPUT DATA

Classical Multi-Dimensional Scaling

The classical multi-dimensional scaling (MDS) mett® deterministic; i.e., it is not a greedy algfom that is
dependent on the starting point. In some cases, EMquivalent to principal component analysisARPJhese
conditions imply that one can perform CMDS withétgt specifying the number of dimensiots
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The steps involved in CMDS are described below:

« Step 0 This step is needed if the information loadedhgsheLoad Data button is then by p data
matrix. If the information loaded is an interpodistance matrix, then this step can be skipped.

» Step 1 Push this button to do the scaling. You will gedfcree plot and a message box telling you that
the scaling was done. The scree plot is shown heldwsre the eigenvalue is shown as a function®f th
dimensionality. We look for the elbow in the cuteeget a value fod. This is similar to what one does
in PCA. We have a good elbow at 2, so this is ageable number of dimensions to use for this deita s

<) EDA: Classical MDS Scree Plot 101 =l
File Edit Yiew Insert Tools Desktop ‘Window Help N

DEHESE L |ARaN® | 08 O

700 T T T T T T T T

B00

500

Eigenv alue

200

100

it I I I I 4y

5 & 7 & g 10
Dirmensionality

» Step 2 Enter a value fod in this box. This value affects only the outputhie data spac®utput
Data button). It does not affect the output to theaphical EDAGUI.

Displaying Output TheGraphical EDAGUI button brings up thgedagui . With classical MDS, the user can
view all dimensions fod< p . The number of dimensions in ¢ lgox (Step 2) does not affect this capability.

Saving Output to Workspac®/hen the user clicks on ti@utput Data button, a dialog box comes up, where one
can specify a variable name. Arbyd matrix is saved to the workspace using the nawengin the dialog box. Note
that the value used fakis taken from the edit box.

Metric Multi-Dimensional Scaling
Several algorithms exist for metric MDS. These iegjthe user to specify the number of dimensigiirs advance.
These are typically greedy algorithms that are ddpet on the starting configuration.

Also, note that the configurations are not nestadlis changed. In other words, say we run metric M3 = 2 and
d = 3. The configuration for two of the dimensioasibt necessarily the same across these two runs.

We chose to implement the SMACOF algorithm for med#DS. The steps for metric MDS are described here
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» Step 0 This step is needed if the information loadeidgsheLoad Data button is then by p data
matrix. If the information loaded is actually anerpoint distance matrix, then this step can bpstd.

 Step 1 Select the starting configuration using the gpmenu. One can choose to start from the
classical MDS configuration or a random configurati

» Step 2 Enter a value for the number of dimensions yamt#or the configuration. This number will be
used if theGraphical EDAGUI button or theDutput Data button is pushed.

» Step 3 Push théo Scaling button to run the algorithm. An information wind@aps up to let the
user know that the process has finished. A screeigphot produced, since it is inappropriate iis th
case.

As before, one can now explore the data in the eawiguration using graphical EDA and also save the
configuration to the workspace for further procegsi

CAUTION It is important to note that the user can explarerocess only one configuration at a time. The
configuration is over-written when the user doestherDo Scaling
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Dimensionality Reduction GUI

To access from the command line usémredgui

This allows the user to reduce the dimensionalitthe data using several methods. These include
»  Principal Component Analysis (PCA)
* |sometric Feature Mapping (ISOMAP)
* Locally Linear Methods (LLE and HLLE)

TheDimensionality Reduction GUI can also be accessed from the clustering GUlsneacan perform
dimensionality reduction prior to any clustering.

The output from MDS can be further explored usingpgiical EDA or any of the clustering methods inleld with
the GUI Toolbox. A screenshot of the GUI is shovetola.

<) Dimensionality Reduction GUI o o] [
LospDaTA | Dimensionality Reduction Lost |
Uze these methodds to find reduced-dinensional representations of the data. PCA is a linear
TRANSFORM | mapping; the others are nonlinear. See the command window for progress (some methods).
Principal Component Analysis (PCA)
Choose number of
dimensions:
2. Select % Warlance I
1. Choose type: methods to ) 3. Push far 4
choose the " Size of Var PCA:
|Covariance - I number of . " Broken Stick DO PCA GRAPHICAL EDA, | OUTPLT DATA, |
dimensions: " Scree plot
Isometric Feature Mapping
[ISOM.HP} Clhcuzusel, number of
dirnenzions:
1. Calculate 2 Mumber of 4. Push for | 1
distances: neighbors: ¢ 3 view Scree plot |SChdAP:
feuciidean | | 10 DO ISOMAP GRAPHICAL EDA, | OUTRUT DATA, |
Locally Linear Methods
{LLE/HLLE)
1. Zhoose type: 2. Mumber of 3. Wumher of 4. Push for LLESs:
heighbars: ditnensions:
ILLE =] [ 10 | 2 DO LLEs GRAPHICAL EDA | OUTPUT DATA,

Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a deterministethod for reducing the dimensionality of a dsgf and a
lot of results have been developed regarding teerthand output from PCA.
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The input for the method is either the covarian@grix or the correlation matrix that is estimatea the data. The
output is a new set @fdimensional variables called principal componefite principal components are orthogonal,
and they are linear combinations of the originalataes.

One can keep afl principal components or reduce the dimensionéljtkeepingd< p variables. An important
guestion that must be answered is: How many dinsessshould one keep? We provide several toolslpdreswer
this question. We describe these below where waudgsthe steps of PCA.

 Step 1 Choose the input for PCA. This can either becthreelation matrix or the covariance matrix.
Note that results are different, so one should@epihe data using both matrices. For information o
the issues with these methods, see some of thenefes listed below.

» Step 2 Choose the types of tests you would like tothat offer suggestions on the number of
dimensions to keepl]. You can select all that apply. Please see (REstShformation on these tests.
Tool Tip information for each test is provided whée user leaves the cursor on the text.

» Step 3 Push thédo PCAbutton to get the principal components.

Displaying Output TheGraphical EDAGUI button brings up thgedagui . With PCA, the user can vieall
dimensions fod< p . The number of dimensions in thie lsak does not affect this capability.

Saving Output to Workspac®/hen the user clicks on ti@utput Data button, a dialog box comes up, where one
can specify a variable name. Arby d matrix is saved to the workspace using the nawmenghn the dialog box. Note
that the value used fakis taken from the edit box.

CAUTION It is important to note that the user can explarerocess only one configuration at a time. The
configuration is over-written when the user doestherDo PCA

Isometric Feature Mapping (ISOMAP)

Principal component analysis is a linear dimendigneeduction technique. However, in many casesetter (or at
least different!) lower-dimensional space can b&ioled using non-linear methods. We provide acteese such
method (and MATLAB function) called Isometric FesiMapping (ISOMAP) that was developed by Tenenhaum
Langford, and de Silva.

ISOMAP is a form of classical MDS, where the intm distance matrix contains the estimated gead#istance
between observations. The idea is that such angistaould be more appropriate in determining ttaper lower-
dimensional nonlinear manifold where the data eesid

Because of the connection with classical MDS (a@@AR the inputs and outputs from this part of tHel@re similar
to those methods. One important difference, thoigthat the only method for estimating the valoed (the
number of dimensions to keep) in ISOMAP is the sgiot.

We outline the steps for ISOMAP below:

» Step 1 As with MDS, the input to the ISOMAP methodoloigyan interpoint distance matrix. The
distance used here is the usual one, and the asex thoice of several available in the drop-down
menu. The geodesic distance is estimated in thdiS©function.

» Step 2 Choose the number of nearest neighbors to ugeiastimation of the geodesic distance. Note
that the results can be different depending orvéthee used here. One important point is that orghtni
get disconnected configurations of points in trouced-dimensionality space, resulting in fewer than
points in thed-dimensional configuration. A warning box will besglayed when this happens. The user
should then make the neighborhood larger or tntheradistance in Step 1.

» Step 3 Select this radio button to produce the scrré, gimilar to what one gets in PCA.

»  Step 4 Push this button do run ISOMAP. The user carofelthe progress and view other information
in the MATLAB workspace.
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Displaying OutputTheGraphical EDAGUI button brings up thgedagui . With ISOMAP, the user can vieall
dimensions fod< p . The number of dimensions in thie lsak does not affect this capability.

Saving Output to Workspac®/hen the user clicks on ti@utput Data button, a dialog box comes up, where one
can specify a variable name. Arbyd matrix is saved to the workspace using the nawengin the dialog box. Note
that the value used fakis taken from the edit box.

CAUTION It is important to note that the user can explarerocess only one configuration at a time. The
configuration is over-written when the user doegtharDo ISOMAPR

Note that we use the MATLAB function downloadednfrthe ISOMAP website: http://isomap.stanford.edu/

Locally Linear Methods: LLE and HLLE

Two other nonlinear methods have been developednaplemented in MATLAB. The first is Local Linear
Embedding (LLE); the second is an extension to¢hlted Hessian LLE. Both of these methods arebfit from
PCA and classical MDS in that one must first spetie number of dimensiors In this sense, it is like nonmetric
MDS. Also, we do not have access to scree plotgtmr methods to estimate a valuedoiThe input to these
methods is the data matrix, not the interpointagdise matrix.

Hessian LLE is useful when the underlying low-disienal manifold might not be convex (e.qg., it hawée in it).
However, our experience with LLE and HLLE indic#tat they are not very robust, as strange conftgurs.can be
obtained.

We outline the steps for LLE below:
» Step 1 Select the type of LLE desired: LLE or HessiarEL
» Step 2 Specify the number of nearest neighbors to uséhtoneighborhood.
» Step 3 Enter the number of dimensiods
» Step 4 Push the button to perform LLE.
As with ISOMAP, the progress of the method and ottseful information is shown in the MATLAB workspa

Displaying OutputThe Graphical EDAGUI button brings up thgedagui . With the LLE methods, the user can
view thed dimensions for only. The number of dimensiongiscified in the edit box.

Saving Output to Workspac®/hen the user clicks on ti@utput Data button, a dialog box comes up, where one
can specify a variable name. Arbyd matrix is saved to the workspace using the nawengin the dialog box. Note
that the value used fakis taken from the edit box.

CAUTION It is important to note that the user can explarerocess only one configuration at a time. The
configuration is over-written when the user doestherDo LLES.

Note that we use the MATLAB function for LLE writidby the author (http://www.cs.toronto.edu/~roweis/
nidr.html).
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K-Means Clustering GUI

To access from the command line ugemeansgui

Unlike the other GUIs, this one provides the caliigifior one methodk-means clustering. This allows the user to
find groups in the data and then explore the resudtually using th&raphical EDAGUI and other tools.

In k-means clustering, one first has to specify the lmemof clustersk) as well as an initial location for thkecluster
centers. These can be found in several ways,usgk observations randomly selected from the sampleerAfe
have the initial cluster centers, then we groughedxservation with the closest cluster. The cerdaeezghen
calculated. This process is repeated until no chsiage made.

We use th&-means clustering functionality provided by The MAabrks, Inc. in the Statistics Toolbox. Note tha t
actual MATLAB kmeans function provides a lot more capbility and optighan what this GUI accesses. We
encourage the user to look at the MATLAB documeoitefor the Statistics Toolbox to see what elsavigilable.

A screenshot of the GUI is shown below.

<} K-Means Clustering GUI =10] =]

LOAD DATA | K-Means Clustering CLOSE |
TRANSFORM |
DIMERSICRALITY REDIDCTION |

You must specify the number of groups. The resutting clusters are dependent on the starting point, 25 well 35 the distance used.
Thus, wou might try different stading configurations. Youw can also run many trials (for the same configuration], and the best ane wil
he returned.

l. Create the Clusters

1. Select data set. 2. Choose 3. Choose 4, Mumber of 4. Number of 6. Push to cluster:
initialization: distance: clusters-k: trials:

|}( =] ISampIe | IquucIidean -] | 3 | 5 DOCLLISTERINGl

Il. Visualize the Clusters lll. Output the Cluster IDs

Select plot type: Fush to create
plot:

FPushto output IDs:;
OUTFUT CLUSTER ID=

IGraphicaI EDA - I

Note that we provide the usual buttohedd Data , Transform Data, etc.), as well as a button that brings up the
Dimensionality Reduction GUI.
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Section 1: Create the Clusters
This section creates the clusters, and it invodeseral steps that are outlined below.

» Step 1 Select the data set you want to cluster usingthledown menu.

» Step 2 Choose the type of initialization. Tlemeans method of clustering starts with an initial
configuration of cluster centers. These can beiobthin several ways. One can take a random sample
of k observations in the data set or fingoints randomly selected (uniformly) from the rargf the
data.

» Step 3 The user can select a distance that will be tsegloup observations with the closest cluster
center. This GUI provides access to two of theay®iprovided by the MATLABKmeans function.

» Step 4 Enter the number of clustet {n the edit box.

» Step 5 The algorithm for doingg-means clustering is a greedy algorithm, and iesebn an initial
starting configuration of cluster centers. Thuss ibest to run the method several times. MATLAB
provides this capability. The grouping that prowdkee best results (smallest within-cluster sums of
point-to-cluster-centroid distances) is returnewtele the number of times you want to kimeans in
the edit box.

» Step 6 Push the button to rdameans. You can see the progress and other rastitis MATLAB
command window.

Sesction 2: Visualize the Clusters

Clustering algorithms usually produce the desinaehiber of clusters. However, the resulting clusteight not make
sense (i.e., similar observations are not groupgedther or the groupings are spurious ones.). IB®should always
look at the clusters and evaluate the usefulnetseofesults. For several reasons, this is often ddficult to do. In
keeping with the EDA philosophy, we provide someysved graphically assess the clusters.

In this part of the GUI, one can select from thviialization capabilities: ReClus, silhouette pl@nd the
Graphical EDAGUI.

* ReClusis a method that lays out the observations acogrtti their groups. The form of ReClus that is
accessed by this GUI has minimal capability arre#dly useful in conjunction with thBrushing
and Linking GUI (accessed from th@raphical EDAGUI). The function for ReClus provided
with the EDA Toolbox (written by these authors) Inagre capabilities.

» Asilhouette plotdisplays the silhouette value for each point, logter. The silhouette value is a
measure of how similar a point is to points inaten cluster, as compared to points in other clgster
Silhouette values range from -1 to +1, where |lar@ees are better.

» TheGraphical EDAGUI option will bring up thegedagui . One can then explore the results using
brushing and linking, coloring by cluster IDs, asttier methods.

Section 3: Output the Cluster IDs

This section provides only one option: to outpwt thuster IDs to the workspace. Push this buttod,adialog box
will come up.

Enter the desired name in the box, ana-ahimensional vector of IDs will be saved to the i8pace. Each value in
the array indicates the cluster number for the oiadon.
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Agglomerative Clustering GUI

To access from the command line usgicgui

Unlike most of the other GUIs, this one provides tpability for one methodgglomerativeclustering This allows
the user to find groups in the data and then erploe results visually using ti@raphical EDAGUI and other
tools.

In agglomerative clustering, each observation staut in its own single cluster, i.e., we hawvelusters. During the
clustering process, the two closest groups are edeigpntinuing until all observations are in oneuyr. The user
must specify a distance that will be used, as ag&l way to measure the distance between clustdledlinkage.
Clustering results are highly dependent on thesectwices, especially on the type of linkage thatded. So, we
recommend that users try different options fordistance and linkage to explore different groupings

We show a screenshot of the GUI below.

]
LOAD DATA | Agglomerative Clustering CLOSE |
TRANSFORM |

DIMERSICRALITY REDIDCTION |

Thiz provides a complete parttion/grouping of the data for any given number of groups. You must specify the distance used and the
type of linkage (how distance between clusters is determined.

l. Create the Clusters

1. Select data set: 2. Choose type: 3. Choose 4. Specify linkage: A. Push to cluster:
distance:

pCa, - Basic Agol. - | Ieuclidean =] Isingle -| 00 CLUSTERING |

Il. Visualize the Clusters lll. Output the Cluster IDs

1. Mumber of leaves: 2. Select plot type: 1. Choose number of clusters: 2. Pushto output [Ds;

I 30 IDendrngram vl I 2 OUTPUT CLUSTER D=
Do PLOT |

We use the agglomerative clustering functionalityhie Statistics Toolbox (The MathWorks, Inc.). 8lthat the
actual MATLAB functionality provides a lot more daifity and options than what our GUI accesses.tBee
MATLAB Help file and other documentation for further infornaation these options.

Note the additional button we provide that allowe ®o access th2imensionality Reduction GUI

(Principal Component Analysis, ISOMAP, and LLE).eTiser can click on this, reduce the dimensionaditg
return to the clustering GUI to cluster the datéeiwver dimensions.
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Section I: Create the Clusters
The first section accesses controls that provittammation regarding the desired clustering opti@ssyell as the
means to create the clusters. We briefly discuss#nious steps below.

» Step 1 Select the data set to be clustered from the miRaduced dimensionality data sets will appear,
if available.

» Step 2 Choose the type of agglomerative clustering.rétaee two choices herBasic Agglomerative
ClusteringandModel-Based Agglomerative Clusterirfighe basic version of agglomerative clustering
is the one typically described in the books ontelisg and pattern recognition. The model-based
agglomerative clustering merges clusters at eageghat maximize a likelihood function, so
information about the distance and linkage is rsatdu

» Step 3 Choose the distance. The user can choose frolidean, standardized euclidean, cityblock,
Mahalanobis, and Minkowski (exponent is 2).

» Step 4 Choose the type of linkage. Available choicessamgle, complete, average, and Ward’s. See the
MATLAB Help documentation or other references on clustering.

» Step 5 Do the clustering. Push the button to clusterdéia. A dialog box will appear when the data
have been clustered. Information on the processtishown in the command window when the basic
agglomerative clustering is done. However, if tienchooses model-based agglomerative clustering,
then the status can be tracked in the command windo

Section IlI: Visualize the Clusters

This section provides 5 ways to plot the resulthgters. These ardendrogramstreemapsrectangleplots

ReClus and theGraphical EDAGUI. In some of the cases, the user must first spéeéynumber of leaves (or
clusters) to plot. To construct the desired plagf push th®o Plot  button. We now briefly describe these methods.

Dendrogramsare a tree-like structure that consists of manylb@ lines that show the hierarchical structufehe
process. Each internal node of the dendrogram limksclusters. The dendrograms can be shown haa#gwith
the root node on the left or vertically with thetmode at the top. The dendrogram function pravidehe Statistics
Toolbox allows the user to construct either typel@fidrogram, along with other options. The GUI iempénts the
vertical dendrogram only.

The leaves of the tree represent single data pdhstene might imagine, ifi is large, then there will be a lot of
overplotting. The MATLAB dendrogram function disptaa maximum of 30 leaf nodes as a default. Thieafa
node might contain more than one observation, hadeaf labels do not correspond to actual datatpol he user
can specify the number of leaf nodes to displap&GuUI text box.

The vertical axis (or horizontal axis for horizdrdandrograms) represents the distance at whictesisiare merged.
In the case of model-based agglomerative clustetiregvertical axis represents the objective fuarc{iwhich is an
indication of the likelihood).

One other important consideration regarding theddesgram is its utility in estimating the numbergsbups in the
data set. To do this, one looks for large vertfoahorizontal in the case of horizontal dendroggjoins. These are
an indication that two disparate groups were merged

We show an example of a dendrogram below. Notevitkatee evidence for two clusters; we can obtasdltlusters
by cutting the dendrogram at a distance of sayat500. If we cut the dendrogram at 75, then wé gét 3 clusters.

Note that hierarchical clustering provides a congjpartitioning of the data set for any given numifegroups (up
to n).
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Thetreemapplot was developed as a way of constructing aesfiiimg dendrogram. We can see in the above
dendrogram example that most of the plotting infation is given in a small area of the plot. Thera lot of wasted
whitespace that could be better utilized to conmégrmation.

The main rectangle in a treemap plot representstitiee data set; one can think of it as the rébe area of the root
rectangle is subdivided into rectangles, each epeesenting a cluster or group. The area of eadtesirectangle is
an indication of the size of the cluster, somethhsg is not apparent in dendrograms.

One has to specify the number of clusters to dyspising the edit box. Push tB® Plot button to construct the
plot. An example of a treemap plot for 5 groupshiswn here.

Number of Clusters = 5
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Note that the hierarchical nature can be seensrptbt when we do not have a lot of clusters &plily. For example,
groups 4 and 5 have the same parent, as do groaipd 2. However, sometimes it is hard to see whabnnected,
and we lose the information regarding the distgoc®ther value) at which groups are merged.

So, itis a good idea to construct a correspondargdrogram to get more information. Here we haeeassociated
dendrogram with 5 groups. The labels match inweflots; i,e, group 5 references the same groupe
dendrogram and the treemap.

Therectangleplot is an adaptation of the treemap idea. Welsdite the main rectangle representing the rooenod
The parent is further subdivided into the numbegrolups specified in the edit box. Individual datants are also
shown on the plot. The placement of the pointdare in such a way that each one would be in theecef a
rectangle if one choosesgroups to plot.

260

220+

200

140+

120+

100

80

o

The rectangle plot is useful in brushing and lirkihis can be done via tii&raphics EDAGUI and the
Brushing and Linking button.

A rectangle plot for the same 5 groups is showe her

Number of Clusters = 5

o o o o o o o o
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ReClusis an adaptation of the treemap and rectangletipdatis suitable for non-hierarchical clusteringthods,
such ak-means clustering and model-based clustering. Becatithis, ReClus does not convey any hierarchical
information.

One still has to specify the number of groups 8pléiy using the edit box. The parent rectanglecatgis the entire
data set, and sub-rectangles indicate clustersiritiMdual data points are shown as symbols andcaenly laid out
through the rectangle. The ReClus plot is giveowel

The ReClus functionality accessed via the GUI duegake advantage of the full power of the Re@lies. Please
see the function included in the EDA toolbox andrfifez and Martinez (2004) for more informationwhat is
available.

Like the rectangle plot, the ReClus plot is helpfuéxploring the clusters in conjunction with athmots via the
Brushing and Linking GUI.

Section IlI: Output the Cluster IDs
This section provides only one option: to outpwet thuster IDs to the workspace. However, one fiest to specify
the number of clusters. Enter the value in the bext, push the button, and a dialog box will corpe u

Enter the desired name in the box, ana-ahimensional vector of IDs will be saved to the ispace. Each value in
the array indicates the cluster number for the oiadn.
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Model-Based Clustering (MBC) GUI

To access from the command line usebcgui

Unlike most of the other GUIs, this one provides tlapability for one methodiodel-basedlustering This allows
the user to find groups in the data and then erploe results visually using ti@raphical EDAGUI and other
graphical tools. We present a screenshot of the l§gldiw

]
LOAD DATA, | M =
odel-Based Clustering CLOSE |
TRANSFORM

Thiz method estitnates a finite mixture probability density function to cluster the data. The progress of
DIMEMZSICRALITY RECIJCTION | the method can be viewed in the Command Window.

1: E, =R | Bpherical, Fixed volume, shape B: E = DAD': General, Fixed valume, shape, orientation
& Ek = lk |- Bpherical, Wariahle walume T Ek = Dk A Dk': General, Variable arientation
3 Z,5A B : Diagonal, Fixed valume, shape g E =R Dk P«k Dk': General, Variahle shape, orientation
4: Z,TA Elk . Diagonal, Yariable shape 9 ETE: General, Variahle volume, shape, arientation
a: ETh Elk - Diagonal, variable volume, shape

l. Create the Clusters RESULTS:

Best model:
1. 5elect data set 2. Max number of 3. Push to cluster:
to he clustered: clusters: Mumbear of clusters:

|}< 'I | 10 DOCLLISTERINGl

Il. Visualize the Clusters lll. Output the Cluster IDs
Select plot type: Fush to create 1. Mumber of 2. Choose model: 3. Push to output
plot: clusters: Ds:

|E:|c Curves - [ DO PLOT | | 2 |M0del 1 i | OUTPUT CLUSTER IDs:

Model-based clustering is a methodology that iedam a probability density estimation methodologled finite
mixtures. It employs three basic steps, and it ptswides a mechanism for estimating the numbgrodips
represented by the data.

The three main parts of model-based clustering are

A model-based agglomerative clustering to getndtial partition of the data

* The Expectation-Maximization (EM) algorithm fortiesating the finite mixture probability density
function

* The Bayesian Information Criterion (BIC) for chawg the best model

More detail on these individual components of mduiesed clustering is beyond the scope of this siggride. For

more information, we refer the user to the refeeegiven below and the MBC website: http://
www.stat.washington.edu/mclust/.
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However, the user should note that the model-baggtbmerative part of MBC is available as a stalotia
clustering tool via the Agglomerative Clustering [5Uhe user cannot get to the agglomerative clusger
information via theMBOGUI.

As with the other clustering GUls, we provide atbaotto first reduce the dimensionality. If the udees this (either
via this GUI or previously through another GUI)eththe reduced dimensionality data can be accessd¢de MBC
GUI.

This GUI has sections that are similar to the otihastering GUIs: creating the clusters, visualigihem, and
sending cluster IDs to the workspace. We descriloh ef these here.

Section I: Create the Clusters
The first section contains the necessary inputse Nt the user does not have to specify the nuwitausters, as
in k-means.

» Step 1 Select the data set to be clustered. This metilnae the original data set (possibly
transformed) as well as data that have been rednatichensionality.

» Step 2 Specify the maximum number of clusters to esteanbt some sense, model-based clustering is
an exhaustive search over 9 different models (§pdct the top of the GUI) and the number of dust
one is looking for (1 through the maximum numbeclofters). If the maximum number is large, then
the time required to perform model-based clustecag be significant.

» Step 3 Push the button to perform the clustering. Omesege the progress being made by looking in the
command window.

Once the algorithm has finished, the best modeltaagstimated number of clusters is shown in tbiév@ndow.
An information box will pop up letting the user kmahat the clustering has been done.

Section II: Visualize the Clusters
The next section accesses various visualizatiols that allow the user to visualize the data. Wavjgle the
following displays: theBIC curves ReClus and the Graphical EDA GUI.

TheBIC curvesplot shows the values of the BIC for the 9 différsodels, one curve per model. The horizontal axis
represents the number of clusters, and the vedidalshows the value of the BIC. We are lookingniaximum

values of the BIC to give us an estimate of the bexdel (the curve with the maximum) and the nundfealusters.

In reality, we are looking for an elbow in the camather than the absolute maximum. The plot oBit&curves for
these data are shown here.

37



Model 9, 2 clusters is optimal.
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Note the elbow in the curve for model 9 and 2 dustThis seems to be a stronger indication o2 gs. However,
the gradual increase in BIC values for some ofotieer curves (at 7 through 10 clusters) is an eitha of

overfitting.
It should be noted that the BIC gives us a wayhmose a model and number of groups, but one obtther
groupings might contain useful information. As wéthcluster results, one needs to go back and &aikther cluster
configurations to look for interesting structuredgratterns. See
Section Il below for more information on how onencaccess all the groupings obtained through MBC.
ReClusis an adaptation of the treemap and rectangle(péa the description of tigglomerative
GUI for more information) that is suitable for non4airchical clustering methods, suchkameans

Clustering
clustering and model-based clustering.
rectangle indicates the entire data set, and sttbsrgles indicate clusters. The individual datanfsoare shown as

The ReClus plot in the MBC GUI displays the resaftthe best clustering (model and number of grpupise parent
symbols and are evenly laid out through the red&anihe ReClus plot for two clusters is given below
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The ReClus functionality accessed via the GUI duegake advantage of the full power of the Re@ligs. Please
see the function included in the EDA toolbox andrfifez and Martinez (2004) for more informationwhat is
available.

The version of the ReClus plot accessed througtEBwe GUI Toolbox is helpful in exploring the clusgein
conjunction with other plots via tigrushing and Linking GUI.

The final choice for plotting is to bring up taphical EDAGUI. This allows one to look at various plots where
the clusters are displayed with different colonsadldition to accessing ti8rushing and Linking GUI. Note

that the model-based cluster IDs used byGhaphical EDAGUI will be the ones for the best model and humber
of clusters.

Section Ill: Output the Cluster IDs
We use the MBC function written for the boBkploratory Data Analysis with MATLARee that text for more
information on the functions related to model-baslkedtering that can be accessed via the commamdoumi.

There are more options included with MBC functigrvéked via the command window), most notably,abdity to
obtain all cluster configurations. We provide soofi¢hat capability in the final section of this GW@Wne can output
cluster IDs for any of the cluster configurationsdpecifying the model and the number of clustéfs.recommend
doing this for all groupings of interest beforesitgy the GUI, since all of that information (excémtthe best model
and number of clusters) will be lost once the Gditlbsed.

More Information

We wrote a previous version of MBC for MATLAB, aitds available at StatLib as the Model-Based Gtisg
Toolbox. Please note, though, that as of Octob@62id does not have all 9 models as we have hélethe EDA
Toolbox and GUIs.
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Brushing and Linking GUI

This GUI cannot be accessed from the command Gme. has to open this GUI via tBeush Data button in the
upperleft corner of theGraphical EDAGUI.

TheBrushing and Linking GUI allows the user to highlight points in one plotla®e the same points
highlighted in linkeable plots. This is similartioe scatterplot brushing option that is accessédammain
Graphical EDAGUI. In that plot, points can be highlighted in onéot with corresponding points being
highlighted in other subplots in the same windawcdntrast, the brushing and linking in this GUkeats all
appropriate open plots.

It has several other capabilities. We outline thedsartly, but first we show a screenshot of the GUI

<} Brushing and Labeling Data GUI - |EI|5|

Brushing and Labeling _aos |

Brush Points

Thiz allows you to highlight ohservations in one plot and see the same points highlighted in other open plots. For example,
this links scatterplots, Andresws' curves, parallel coordinate plots, and clustering plots. You must choose the plot you swwant
to bruzhhighlioht. Mote that the brushed obserwvations are alzo highlighted in the list box in the losweer right corner of this GLIL

1. Pushto choose brush 2. Choose brush mode: 3. Choose plotto brush: 4. Push to execute;
DELETE ERUSH |

calar:
COLOR | Transient ] |N-:ne -l EXECUTE | RESET |

Color Groups Color Cases (ohsenvations)
Thiz alloves you to select groups of data for highlighting, it you Thiz alloves you to select observations for highlighting. The
loaded this information. The same group is highlighted in all same group iz highlighted in all open brushable & linkable plots.

cpen brushable & linkakle plots,

1. Push to choose color: COLOR | 1. Push to choose color: COLOR |

2 Choose group to color 2. Choose obsemation to color:
2
]
il
[ - [
3. Push to execute: EXECUTE | 3. Push to execute: EXECITE |

RESET | RESET |

The GUI has three main sectiosush PointsColor Groups andColor CasesWe briefly describe each of these
capabilities.

Brush Points
A useful interactive tool for exploratory data arsa$ isbrushingandlinking. 2-D scatterplots are very informative
and easy to understand, but it is difficult to akze the data in a similar manner when we haveertiwain two
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dimensions. The scatterplot matrix is one displat tvas developed to link 2-D scatterplots togeliyeshowing
them in the same figure. The human needs to thenaihelink points across plots and axes.

Cleveland (1993) discusses the idea of brushingaorting points in one plot, which are then hightigd in other
linked plots. This allows one to discover patteains anomalies in the data.

Brushable plots in the EDA Toolbox are:
*  2-D scatterplots
* ReClus plots
* Rectangle plots

Linkable plots in the EDA Toolbox are:
*  2-D scatterplots
* ReClus plots
* Rectangle plots
* Andrews’ curve plots
» Parallel coordinate plots

The steps for brushing and linking are outlinedeher

Basic colors:
e
= EE o
HTFTHEHET NN
EMfAEEEEN
EEEEEEEEN
EREENNT .
LCuztorn colars:
S
e r
Define Custom Colors »» |
akK I Cancel |

» Step 1 Choose brush color. A dialog box (shown abovél) @@me up when this buton is pushed. It
allows one to pick the color that will be used o the observations that are highlighted with the
brush. This dialog box is pictured above. Justcidhe color and click OK. The default color is red

» Step 2 Choose the mode. There are three modes for gistiansient, lasting, and erasing. With
transientbrushing, points are highlighted only while insttie brush. The color is removed once the
points go outside of the brush. When the brush lasting mode, points remain painted, even when
they are outside of the brush. The user can seeé&raseHighlight mode to remove the highlighting
for points inside the brush.

» Step 3 Choose plot to brush. We provide a menu contgiaihbrushable plots. Select the plot where
you want to create the brush and paint the points.

» Step 4 Start brushing. Push tiexecute button thdirst time you start brushing. You also push this if
you have deleted the brush or reset the figures.wit get an error if you push this button
unnecessarily.

41



ERROR!I FIX!I Not sure why this doesn’t work hee, but the scatterplot matrix function doesn’t worlght.

The brush goes off the screen like it did befora.dny event, the scatterplot brushing function neseth be fixed to
be in line with the correct version accessed via B&UI.

All figures are created in the same place on thepder screen, so they appear on top of each diteere the
figures so they are not covered. This might nopdssible and depends on the number of figurestandite of the
computer screen. You can also resize the figurelovirs. The point is that one needs to be able tohseplot that is
being brushed and the corresponding points beigiglighted in the linked plots.

Once the user hits thexecute button, the brushable figure window will pop updahe cursor will be inside that
window. The user draws a brush (a rectangle obiscplacing the cursor inside the axes of the plotgding down
the left mouse button and dragging the cursor. €ammot re-size the brush once it is created.

To grab the brush, place the cursor on the bruimewand push the left mouse button. The cursdirshbw up as a
cross. Now one can move the brush by moving theocuholding down the mouse button at the same.time

The highlighting behavior is different, dependingtbe mode that is selected. We repeat a desaripfithe modes
here:

« Transientis the default mode. In this case, the observatinside the brush are highlighted. The
highlightling is removed once the brush passes tham.

* Inlastingmode, observations inside the brush are highlgyrdaad the highlighting remains.

» Erasemode allows the user to undo the highlighting. @tations inside the brush are returned to the
original state.

IMPORTANT: Note that thé&Execute button is pushed only once to create a brush @dégignate the brushable
plot. The user can go back and change the coltreobrushing mode and continue brushing withouingjtthe
Execute button. If you hit théexecute button, then the plots are reset.

TheDelete Brush button is used when one wants to copy or outpibtiashed figure for documentation. The
button will delete the brush, but will not remov¥eetcoloring.

TheReset button will delete the brush as well as the higfligg. All brushable and linkable plots are resettteir
original state.

Color Groups

If the one has group labels for the observatidmesn this can be used to color the observationi opan brushable
and linnkable plots. There are three steps inghddion.

» Step 1 Select a color from the dialog box.
» Step 2 Choose a group to color from the list.
»  Step 3 Push the button to color the observations

Color Cases
One can use this last section to color specifieplaions. The selected observations will be hgitied in all open
linkable and brushable plots. As with the previeastion, there are three steps for coloring indislcbbservations.

» Step 1 Select a color from the dialog box.

» Step 2 Choose an observation to color from the list. ©ae use the Shift key to highlight a range of
observations or the Control key to highlight seVetservations individually. This is the same
capability provided in Windows applications.

»  Step 3 Push the button to color the observations
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As stated previously, one does not have to loaldlogls for the observations. The default for lalielsimply the
observation number.

Note that individual cases are highlighted in #estion when one brushes observations using trehimg and
linking tool on this GUI. This can be useful in endifying and removing outliers.
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